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Report to the ATLAS Upgrade Oversight Committee 8th July 2011
1 Executive Summary
1.1 Introduction

The ATLAS-UK Upgrade programme has continued to make good progress. 

· Tracker: Optimisation of glue layer for production and module performance

· Tracker: Studies of effect of welding on readout electronics

· Tracker: Population of cooling routing on service mock-up complete

· Tracker: Results from irradiated module demonstrating that the noise rises slightly as expected.

· Tracker: First results from FATRAS simulation for pixel layout studies

· WP6: Results from simulation of EM L1 for a range of bunch-spacing and noise cuts

· WP7/WP2: Data format studies for L0/L1 readout scheme for track trigger
· WP7: L1 Muon rate studies at luminosities greater than 1034cm-2s-1
· WP8: Testbed established to benchmark HLT code at high luminosity and code optimization is underway.

· WP8: Two L2 tracking tools implemented on GPU giving a speed-up a factor 35 (10) for the Zfinder (fitter), respectively. 
· WP9: 64-bit release of 16.6.3.3 deploying on GRID
At the international ATLAS Upgrade meeting held in Oxford at the end of March, 11/39 plenary talks and 50/185 parallel talks were given by UK physicists and engineers clearly demonstrating the major role played by UK.

1.2 International context

The details of the LHC schedule have been resolved following discussion between CERN management, the LHC and the experiments. The Phase-0 shutdown will take place from end of 2012 to mid-2014 and physics runs at 14TeV are expected to start at the end of 2014. The Phase-I shutdown will start at the end of 2017 for 13 months. The Phase-II shutdown will start at the end of 2021 for 24 months. 

ATLAS is now reviewing which Upgrades should be installed during the Phase-I shut-down: Trigger upgrades, inner small muon wheels, mini-FCAL, Calorimeter readout, Pixel Upgrade are all being considered. ATLAS will have a Letter of Intent for Phase-I ready by the end of the year, with a full set of physics cases and a realistic cost estimate. The TDRs and their associated MoUs for each Phase-I upgrade will be produced during 2012 and 2013.

The ATLAS Phase-II Upgrade schedule remains largely unchanged. ATLAS plans to have the Phase-II tracker ready on the surface for commissioning by the end of 2020. This will allow extensive testing and also allow for the possibility of installation in 2020 if the LHC shuts down early due to radiation damage of the inner quadropoles.

It is planned to have a rough understanding of the scope and cost of the Phase-II upgrade by the end of the year, which will be included in a Phase-II LoI. The Phase-II TDRs and MoUs will then be prepared in 2014 and 2015. 
1.3 Financial issues

The budget has been brought in line with the PPAN award. Options for reducing the budget were presented to the UK-CB. These focused on reducing the RG element of the project as this had not previously been reduced. A 15% reduction was applied to the RGs and the remaining savings were found from the project. The groups provided revised FTEs based on the revised budget that were then passed to the area and WP managers to evaluate the effect on the programme. Much of the saving was achieved by re-deploying academic effort but this has not been lost from the project as much of this has been maintained through other HEFCE/SHEFCE funding. The resulting cuts in FTEs for 11/12 and 12/13 were around 10% for WP2-4; 4% for WP5; 4% for WP6-8 and 5% for WP9. The effort for the tracker project was reduced more as it has a greater proportion of RG effort and no project funded University posts. The transfer of RG effort previously assigned to WP1 mitigated the reduction in WP5. The trigger and computing work packages were less affected due to there being less RG effort and more project funded University posts in these areas. 

A meeting was held at RAL in May to review the project after one year and to discuss project issues. The area and work package managers reported that the RG reductions would not result in a change in the top-level goals and deliverables.
2 Actions from the previous OsC meeting 
1.3 The Committee agree that the comprehensive Risk Register is useful for the Office.  However, the Collaboration’s next report should also include a short narrative risk update of no more than a page long highlighting the key risks to the project and noting any changes to the risks, likely calls on the Working Allowance, retired risks etc.

See section 9 for a discussion of Risks.

1.4 The Collaboration request an updated set of Finance Tables by the end of May 2011 showing a reconciliation of the project grant and RG funds within the overall funding enveloped approved.

The finance tables have been updated showing a reconciliation of the project award with the PPAN announcement. The details of the reconciliation of the project grant are discussed in the Executive Summary (1) and the Financial Summary. 

1.5 The Committee feel that the Collaboration need a clearly established baseline project management plan for the descoped R&D phase of the project.  This recognises some of the uncertainties that still exist with future developments and the need for effective project management in what is a large and complex project.

A table describing the baseline project goals, top-level deliverables and tasks of the Tracker Project and the Trigger Software work packages is presented in Section 3. Note that the Trigger work packages have been reported individually. This is because we felt that there was no benefit in reporting them together as they do not form a single project in the way that the tracker work packages do. The milestones and schedule for the baseline project are presented in Sections X and Y.
1.6 The Committee feel that the PI needs to devote more of his time to the management of the project as ATLAS is key to Particle Physics in the UK.  The Committee have stated that they strongly endorse any efforts on the PI’s part to ensure this.

This can be discussed further at the OsC meeting.

1.7 The Committee ask the Collaboration to include their change control procedures within the project management plan, including changes in technology or to specification, so as to provide the Committee with a clear overview of how the Collaboration is recording and managing change.

This is discussed in the Project Management plan, Section 2.3.


1.8 The Committee agree that the Collaboration should consider how the services side of upgrade will be managed.  Although they are not directly responsible for this aspect of the project, they should be willing to influence this and impact on any possible solutions.  The Committee request that a short report on this area be included in the next report.

During the ATLAS commissioning UK groups were heavily involved in the integration and commissioning of the barrel and end-cap SCT systems and as a result, we are well aware of the huge impact this area of work has on cost-effective delivery of a project and this was addressed in the proposal.

International integration effort is led from the UK by G. Viehhauser as one of the two convenors of the Inner Tracker Upgrade (ITk) integration working group. This emphasises our leadership in this area and demonstrates our recognition of the importance of this area of work. 

Two major evolutions in the service area are being driven from the UK: the first is based on the observation that the installation of individual services within the confined space of the calorimeter bore required a long time and a lot of resources. We have therefore developed the concept of service modules. These are units, which contain all the services for 1/32 or 1/16 of the barrel strip detector. On the detector side these will fan out to the individual staves, whereas on the off-detector end the service modules will provide the gas-tight feedthrough connector panels, where the services will break through the ITk thermal enclosure. Each unit will be pre-assembled and fully tested, before they are be installed as one piece into tracker structure, with only the connections to the staves made in situ. The international collaboration is now also investigating the possibility to extend the service module concept to the external Type II services on the calorimeter endfaces.

The second main activity pursues the idea of an ITk without internal fittings in the cooling system. In this concept all joints within the ITk would be welded, with each weld fully qualified, including taking x-ray images of each weld. This requires that the final connection to the staves is done in-situ using orbital TIG welding. We are developing the technologies to weld thin-wall stainless steel and Titanium pipes with high reliability. A key question for the application of this technology is whether welding can be performed on the stave without detrimental effects to the on-stave electronics. We are going through an extensive test programme to verify this. Preliminary results are encouraging and indicate that there are no detrimental effects on electronics based on 250nm technology, although this will have to be repeated for 130nm electronics. Our studies are promising enough that the concept of in-situ orbital welding is now already considered for the cooling connections for the IBL upgrade in 2013.

In addition to these main activities, service management is part of many other UK upgrade activities. 

1.9 In their next report, the Collaboration is asked to outline their impact plans and agenda, including efforts to engage with UK industry, planned CASE studentships etc.

The collaboration is working with industry as appropriate and where the opportunity arises. The most significant industrial links at the moment are:

· The collaboration continues to have a fruitful relationship with Micron Semiconductor Ltd. Strip and pixel sensors have been manufactured by Micron. This allows Micron to be in a position to bid against future call for sensor production. 
· Stevenage Circuits, we have been working with Stevenage to improve the dimensionality of their process. 

· Swagelok, as there is no supplier of orbital welders for 100 micron titanium wall pipe we are working closely with Swagelok (and others) to develop the techniques using as much commercial kit as possible. 

· A NVIDIA Professor Partnership award which has provided some funding and access to pre-release GPU hardware and software, and provided pre-release Fermi architecture GPUs to set up a small test bed in the UK. 

· DELL has provided state of the art dense storage media. DELL is collaborating on a storage performance white paper.

The collaboration seeks industrial collaboration where appropriate on a case-by-case basis, either to gain specialist knowledge to solve a problem or to work with a company to develop a production process. Top level schedule and Management Plan 
2.1 Staffing issues

Most of the project-funded University posts have now been appointed to end of March 2012. The delay in the announcement of these posts has meant that some tasks have slipped. This has particularly affected WP8 and WP9. The effects have been mitigated through finding short-term solutions to the issue, and have been taken into account in the baseline project schedule.

2.2 Baseline Project

The structure of the baseline project is summarised in Section 4. The milestones and Gantt charts are presented in Sections 7 and 8. These have been updated to take account of changes in the international project schedule and changes within the UK-ATLAS project made as a result of the descopes and delays in staff appointments.

2.3 Change control procedure

At present both the Phase-I and Phase-II Upgrades are in the R&D phase and there will be many changes in the design and specifications during this phase. 

There are two levels of the changes that need to be considered.

1. Major changes e.g. change in tracker envelope, change in trigger latency that result in a change in the top-level deliverables of the project.
2. Minor changes exploring the range possible options within a specific design that may have an impact on a specific top-level deliverable of the project.
Major changes will happen at the level of the international ATLAS Upgrade project and will be coordinated by the Upgrade Steering Group and the Project Office. This may or may not affect the UK ATLAS project, however given our leading role in many areas of the Upgrade it is likely that it will impact on the UK programme. If the change results in changes to the top-level deliverables then the Tracker Upgrade Management Group or the relevant Trigger or Computing WP managers will consider the effect of the change on the UK project (staffing, schedule, recurrent costs and deliverables) and report to the PMB. The change and its impact on the UK project will be noted in the PMB minutes and reported to the OsC. 

The UK’s leading position in many aspects of the international programme, including the Upgrade co-ordinator, will ensure that the UK will play a role in major decisions on design and specification in the Upgrade programme. This will allow us to effectively manage the UK project to maintain its top-level goal of building on the UK’s current leadership in the construction of ATLAS and continue leadership within the ATLAS Upgrade programme.

As this is an R&D project there will be many minor changes due to exploring the range of possible options within a given design. These will be discussed within relevant management groups. If these changes result in changes to the top-level deliverables of the project then the PMB will consider the changes and approve them if they are seen to benefit the project. This will be recorded in the PMB minutes and reported to the OsC.
3 Table of Areas, work packages and tasks
	Tracker Area

	Goals
	Top-Level deliverables
	Work packages
	Tasks

	1. Practical, Inexpensive, massless design for replacement Inner Tracker

2. Integration of UK effort into international upgrade programme
3. Develop leading roles for the UK
4. Demonstration of UK ability to deliver substantial elements of next generation detector

5. Reinforcement of UK leading position with strip technology

6. Expand UK participation in pixel technologies and detectors


	1. Fully tested, fully populated, full-size stave using 250nm chipset

2. Advanced full size thermomechanical stave for the 130nm chipset

3. Electrical Stavelet for 130nm chipset with a 130nm module.

4. 4-chip pixel module using FEI-4 chipset

5. Mechanical prototype support for pixel modules

6. Report establishing these elements as appropriate in the context of 
an integrated design for the ID.


	WP2: On-Detector


	T2.1: Strip sensors

T2.2: ASICs

T2.3: Hybrids

T2.4: Modules

T2.5: Tapes

T2.6: On-stave interface

	
	
	WP3: Off-Detector
	T3.1 Data acquisition

T3.2 Power

T3.3 Passive optics

T3.4 Pre-production system tests

	
	
	WP4: Mechanics
	T4.1 Materials selection

T4.2 Cooling

T4.3 Stave assembly

T4.4 Module mounting

T4.5 Test/shipping system

T4.6 Integration

	
	
	WP5: Pixel
	T5.1 Sensors

T5.2 Modules 

T5.3 Connectivity

T5.4 Layout and mechanics


	WP6: L1 Calorimeter trigger (L1Calo)

	Goals
	Top-level deliverables
	Tasks

	1. Detailed understanding of L1Calo at High Luminosities

2. Provide essential firmware for ongoing upgrade programme 

3. Full system design of L1Calo Phase-I and 2 upgrades

4. Build high speed technology demonstrator

5. Build first stage of Phase-II demonstrator slice
	1. Detailed understanding of current system at high luminosity
2. Understand physics impact of upgrade options
3. Full definition of Phase-I and II L1Calo systems

4. ATCA-based high-speed hardware demonstrator 

	T6.1 Simulation and design studies

T6.2 Firmware

T6.3 Hardware/system design


	WP7: L1 Track trigger (L1Trk)

	Goals
	Top-level deliverables
	Tasks

	1. Determine the necessity of L1Track for ATLAS 
2. Demonstrate a technical solution based on the Regional tracker readout concept
	1. Determine L1 trigger rates for muons & electrons vs. pT at luminosities greater than 1x1034cm-2s-1 for the L1 Upgrade TP

2. Document the physics requirements and the key design parameters of L1Track

3. Hardware demonstrator for RoIMapper


	T7.1 Develop framework for L0/L1 data format, bandwidth and latency studies

T7.2 Characterise the L1 Trigger performance for electrons, muons and taus up to 5x1034cm-2s-1 and for different LHC conditions (incl. WP6)

T7.3 Study trigger efficiencies and rates with/without L1Track, including benchmark physics channels

T7.4 Interact with the tracker project (incl. WP2, WP3) to incorporate the L1Track requirements in the tracker design

T7.6 RoIMapper design work


	WP8: High level trigger (HLT)

	Goals
	Top-level deliverables
	Tasks

	1. Upgrade and optimisation of the HLT tracking, trigger selections and steering software.

	1. Steering software upgraded

2. HLT Tracking upgraded and optimized

3. Selection software optimized
	T8.1 Optimize HLT Tracking software for Phase-I

T8.2 Optimize Trigger Selections for Phase-I

T8.3 Upgrade Trigger Steering Software

T8.4 Simulation studies to optimize selection strategy for Phase-II


	WP9: Computing

	Goals
	Top-level deliverables
	Tasks

	1. Provision of computing tools for the upgrade activities; 

2. To track technology changes in the computing area.

	1. Simulation & visualisation tools in support of the overall upgrade and the UK work packages.

2. Performant, parallelized upgrade code running on currently available technologies.

	T9.1 Initial tools for large pile-up studies

T9.2 Short strip simulation
T9.3 Pixel simulation
T9.4 Fast simulation

T9.5 Radiation simulation verification

T9.6Visualization

T9.7Frameworks & optimization, Technology & ADC interface


4 Progress reports 
4.1 Tracker Upgrade project
4.1.1 Goals: 
· To develop a replacement for the inner tracker which is cost-effective, as low in mass as is consistent with a practical design and with performance that is tuned to the physics of the SLHC.

· To Integrate the UK upgrade effort into the international programme and secure leading roles for UK personnel in the project.
· To demonstrate the continued ability of the UK to deliver substantial elements of the next generation detector.
· To reinforce the leading position of the UK in silicon strip technology.
· To expand UK participation in pixel technologies and detectors, reflecting both the increased need at SLHC and the future strategic importance to the UK of these detectors.

4.1.2 Top-level deliverables
· A fully tested, fully populated, full-size strip stave using the 250nm chipset.
· An advanced full size thermo-mechanical stave for the 130nm chipset.
· An electrical stavelet for 130nm chipset with a 130nm module.

· A 4-chip pixel module using FE-I4 chipset

· Thermo-mechanical prototype support for pixel modules

· A report establishing these elements as appropriate in the context of an integrated design for the ID.
The tracker project is broken down into the following work packages:

· WP2: On-detector systems

· WP3: Off-detector 

· WP4: Mechanics

· WP5: Pixels

Each of the work packages is broken down further into tasks. The structure of the tracker project is summarised in section 3 (refer to baseline project tables).

4.1.3 Milestones

M2.1
Modules available for DC-DC Stavelet

M2.2
Modules available for SP Stavelet
M3.3
Test facility at CERN ready for DC-DC stavelet testing
M3.5
Custom Current Source ready at CERN
M5.1
USBPIX setup at UK institutes
Latterly there has been greater focus within the international community on the need to fully define the thermo-mechanical requirements for the upgrade inner detector including aspects relating to radiation length, geometric stability, assembly and access issues. To promote this the ATLAS upgrade management have established an umbrella committee together with number of working groups to focus and coordinate activity across the international community. This is the ITK steering group and its working groups.
UK personnel currently coordinate the working groups associated with local supports (staves), integration and simulation. It is therefore straightforward for the UK to remain closely connected to the international activity and ensure that the local programme is directed as efficiently as possible. In addition Phil Allport has recently been appointed as the overall upgrade coordinator, so the UK is finely tuned to the nuances of the international arena.

4.1.4 Important Developments & Issues for the Tracker Project
In the WP2 work areas, in addition to excellent progress, there are two areas of concern that have emerged, the ‘double trigger noise’ and the breakdown in the strip sensors (‘FZ1 breakdown’); these are described in the report below. They are not believed to be critical, but will be monitored. In WP3 it is worth noting that Birmingham has now joined, and become active in, the passive optics effort as part of a reorganisation of effort to enable Todd Huffman to lead the B180 programme. In the WP4 area of work some delamination of one of the stave cores has been observed during repeated aggressive temperature cycling [-50C,+50C]. The cause of this is unknown at present and will be pursued urgently.

As noted in the risk register, one of the significant risks to the project is that the 130nm ASIC design and delivery may be delayed. This would result in delays to the UK electrical 130nm stavelet and module deliverable. The ASIC programme, which is the responsibility of CERN, is being monitored closely and some UK effort has been deployed to support this work.

4.1.5 Progress Report

4.1.5.1 Strip Detector Sensors and Modules

The work to determine the optimum glue thickness to be used to build a module has been completed, and further training sessions for institutes planning hybrid and module production have been held. Detailed studies of module performance running with concurrent data capture and readout have begun, resulting in discovery of increased noise during certain read-out tests (the ‘double trigger problem’) Figure 1. This is being vigorously investigated, and may lead to the revision of the tape designs used in future stavelets, however it is believed it may be a feature of the chipset and may not be relevant to the 130nm design.
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Figure 1: The Double Trigger Noise test sends two triggers to a module or stave(let) with controlled, variable spacing, keeping the ASICs at fixed threshold, In all cases, a small dV is observed on the power rails correlated with the reception of trigger commands or configuration data

Two modules have been delivered to RAL for use with the DC-DC Stavelet.  A further two modules have been assembled, the testing of one having been delayed due to the failure of a BCC multiplexer chip, but their delivery is expected shortly.  The module build programme has also identified an issue with silicon sensors made on FZ1 substrates, which may develop reduced breakdown voltages after mechanical handling.  Work is underway in conjunction with our overseas collaborators and the sensor manufacturers to understand this effect. It is likely that when the problem is resolved a new order for sensors will be required. This can be accommodated in the current sensor budget. In the interim, the module build programme continues using FZ2 sensors.

4.1.5.2 Pixel Sensors

After the loss of the USBPIX systems during transport, Bonn University has agreed to provide new boards, which are still to be delivered. This has led to a delay in completing M5.1. Since the last OsC meeting, a number of UK physicists have taken part in the IBL module testing programme both in the lab and in testbeams at DESY during February and April. This has provided valuable experience in setting up USBPIX systems for FE-I4 modules including modules that have been irradiated and will mitigate some of the delay in completing M5.1. UK groups are participating in the analysis of the data, which will form part of the input into the IBL sensor review in July.

A planar quad-sensor design is being finalized and is being submitted to Micron Semiconductor for production and delivery in October. The basic layout has been agreed within the ATLAS pixel module community but some technical details remain to be resolved. The quad-sensor layout has several large area sensors, which cover 4 FE-I4 chips. This allows a module to be manufactured with 4 FE-I4 being bump-bonded to a single sensor. An order has also been placed with VTT, a well-established supplier of bump-bonding for HEP applications, for the under-bump metallization and flip-chipping for the planar quad sensor module.

Discussions with Sintef on the production of phase-II 3D sensor prototypes for the 3D quad-sensor module are ongoing. Sensors with active edges have been fabricated but additional work is required to qualify the support wafer removal method. 

4.1.5.3 Strip detector ASICS & Hybrids

Three more wafers of ABCN-25 ASICs were probed at RAL and the yield of good chips found to be similar to previous wafers.  With a view to developing the ability to share the ASIC test load, the last remaining wafer has been set aside to be probed at Glasgow late in May. The addition of an engineer from the RAL ASIC design group to the tracker upgrade design team has been crucial within the international community, and rapid progress is being made towards the design of the final 130nm chipset.  The first test structures in this process were recently received back from the foundry, including the SPP-COB chip, a first full custom Serial Powering Protection chip. A printed circuit board designed by US colleagues was made in UK industry and samples populated at RAL to facilitate the evaluation of these die.

No further orders have been placed for hybrid flex circuits, although a future iteration to improve the flatness of the circuits upon release from the panel is still foreseen.  Hawk Electronics have added passive components to 39 hybrids from the most recent batch using automated pick and place techniques in combination with screen printed solder paste, and the quality of this work is excellent. Cambridge have joined Liverpool as an active hybrid production site, having successfully performed die attachment and wirebonding to their first few circuits.

4.1.5.4 Pixel Modules & Connectivity
Assembly methods are being developed for the quad-sensor module within the ATLAS pixel community. Bonn has designed a 4-chip flex circuit that is the interface between the module and off-detector electronics, and the UK has been supplied with five flexes for module assembly development. The current FE-I4 does not have 4-chip readout and so external multiplexing is required. The UK has undertaken to develop a multiplexer to allow the 4-chip module to be read out by the HSIO system. 

Progress has been made with the In based bump-bonding at STFC-RAL. Daisy-chain test structures have been successfully bump-bonded and good connectivity results have been achieved. Further qualification studies are underway (Figure 2).
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Figure 2; Left, Indium bump formation at RAL. Right Daisy chain test structure, continuity results suggest it is mostly good, this may be related to the colour. 
4.1.5.5 Stave Assembly and Module Mounting
Work on the stave cores has focussed on: the completion of measurements from the Thermo-mechanical stave, stave core prototyping, tooling development and FEA modelling. In addition, work is also progressing on developing a better understanding of the mechanical interface between the stave and the supporting structure. 

A stave has recently been manufactured from a custom-made corrugated CF core. This was successful with development of good quality glue joints. The next step is mass reduction for this stave style. 

Improvements in the prototype tooling for stave and stavelet assembly have been identified in the light of experience gained. A development programme has been started aimed at replacing tooling towards the end of 2011. A second generation set of stavelet assembly tooling has been manufactured and is being evaluated through the assembly stavelets for test and for the international module programme. 

A new batch of carbon-fibre pre-preg, offering a lower cure temperature, has been delivered. It is hoped that this material might be more suited to the development of co-cured face-sheets. Using a lower curing temperature should result in a face sheet with less deformation and lower internal stresses.

The UK team provides the only facility for the mounting of modules onto stave cores within the international ATLAS tracker upgrade project. Improved optics have been procured and are in the process of being integrated into the system. Long lead-time traversing stages for the full-length upgrade have been ordered and work is progressing with the design of the support platform and ancillary components.
Thermal results from the Thermo-mechanical stave are now well understood and measurements agree to about 5% with FEA simulations. The corresponding measurements of spatial deformations are proving harder to interpret due to unknown deformations in the aluminium support structure. To eliminate this issue, a stable carbon fibre base mount for the thermo-mechanical stave for use in the ESPI system has been fabricated during the reporting period. In itself this is a complex object; and it will be installed into the ESPI system and should produce improved understanding in about 6 months. 
4.1.5.6 Pixel Layout and mechanics

Progress in layout studies has been made with the fast tracking simulation package, FATRAS, in which the baseline upgrade geometry has been implemented. Performance studies for 100GeV muons have been made and are being compared to results from full simulation. Developments of FATRAS have allowed complex geometries to be implemented facilitating performance studies on a tapered barrel geometry.

4.1.5.7 Tapes and Optics

The motion control stages for the tape flying probe were not delivered because the vendor proved incapable of meeting the specification. Equivalent products from other manufacturers are now under consideration. Components for the machine vision part of the flying probe have, however, been delivered on time.  Work to determine the minimum amount of material needed to screen a module against various aggressor signals has commenced, with a module mounted and read-out in a jig capable of exploring different shield geometries.

The upgraded cooling system for cold irradiation of fibres, based on blow-off of bottled CO2, has been commissioned, with the addition of an automatic bottle switching system that permits longer data taking runs unsupervised. This is important at the available facility in Belgium.
Candidate fibres and optical components have been selected for the next irradiation programme, which is scheduled for June-July 2011, and the reliability analysis of un-irradiated fibres has started.

4.1.5.8 Power and Power Protection

Optimising the Custom Current Source has been the focus of recent work. Using the stavelet as the ultimate testbench, modifications to the supply were implemented, resulting in a better performance than commercially available power supply units.  As noted earlier, limited quantities of SPP-COB ASICs, a precursor to the proposed Power Protection Chip, have recently been received. An initial evaluation has shown the shunt control op-amp to be fully functional.  In the coming period, the SPP die will be tested together with a strip detector module with ABCN-25 chips.

4.1.5.9 DAQ

The Data Acquisition task has provided software and firmware support for the roll-out of SCTDAQ-HSIO based systems to many participating institutes, in the UK as well as overseas. Development work is an ongoing process, with incremental improvements leading to updates of stable releases. Recent improvements include enabling high-speed networking over standard copper cabling, improving performance at low extra cost.
4.1.5.10 Materials & Cooling

Work on materials has progressed with further measurements on samples together with a greater focus on the preparation of documentation compiling both the test methods and the results achieved. Recently small-scale mechanical assemblies of stave components have been manufactured and installed into the CERN irradiation facility. 

The cooling team have continued to supply tested stave and stavelet circuits in 1/8” OD stainless steel as needed. In parallel, work has continued on developing the welding procedures for titanium tubing (Figure 3). Through the efforts invested with the tube supplier, the quality of the tube delivered has improved to the extent that the company is now likely to secure the production order for titanium tubing for the ATLAS IBL project.
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Figure 3; Top left, one of the first successful welds in thin wall (220 micron) CP2 Titanium, Bottom left, Xray of same, weld just visible but no apparent flaws. Right, ID end region fully populated with dummy cooling services.
One complete octant of the strip tracker services mock-up at RAL (Figure 3) has now been populated with dummy tubing and trial welds have demonstrated the geometrical feasibility of in-situ welding. In parallel, work on the investigation of front-end ASIC damage due to welding has progressed well. In particular, results on 0.25m sLHC electronics (ABCN25) show no signs of damage after several welding operations. Work is now continuing to prepare for tests with 130nm front-end test structures.

4.1.5.11 Stave Test/Shipping System

A conceptual design for a stave shipping/test container has been developed and detailed drawings for a version suitable for stavelets have been produced. Component manufacture is proceeding in several institutes. The goal is to have a first prototype ready within the next 2 months and to have stavelet shipping containers available for distribution towards September.

The team have developed and commissioned a thermal cycling chamber using LN2 as a coolant and electrical heating to enable stave cores to be automatically thermally cycled with a period of about 1 hour. This system has been used to thermally cycle two stave cores: one with a carbon foam core and the other with the corrugated core. This work is now beginning to highlight some concerns with the design and manufacture of stave cores. Various cases of glue-line failure, face sheet de-lamination and bus-tape rippling have been observed this is beginning to inform the planning and direction of the stave core assembly task.  
4.1.5.12 Integration

Work on the population of the services mock-up has progressed well. As reported above, one octant of pipe-work has been welded in-situ to demonstrate feasibility of the approach. In addition design and development work into the services trays has been completed. During the Oxford upgrade week a visit to RAL to see the mock-up was well attended by engineers from CERN and the wider community. 

Recently it has become clear that the development of the optimal stave design needs a better understanding of the global support and the interfaces between it and each stave. FEA modelling has been used to show the extent to which staves may reinforce the global support structure under idealised stave-to-cylinder interface cases (fully fixed or free sliding) and measurements of the real performance of individual locking points have been made. In addition a conceptual scheme for a reduced mass global support has been investigated. It would employ one cylinder per layer of staves in the barrel. The long term goal is to undertake a simultaneous optimisation of the global support structure and staves. 
4.1.5.13 B180 System Tests & Irradiation Programme
The System Test task in WP3 is now integrated with the development programme for Building 180 at CERN. An area within the large clean room inside the building is being equipped to test modules, stavelets and staves for the ATLAS tracker upgrade. Due largely to UK personnel driving the installation, the facility now has provision for dry gas (N2 and CO2) and a bunker on the outside of the clean room is under construction for the testing of irradiated modules from the PS. The HSIO system is already operational in B180 and has been used to test one irradiated module and a few test modules to date. Work continues to fully equip this space with most of the bulk infrastructure being supplied by CERN. Human resources are coming from the UK and international collaborators.
4.1.6 Work in next 6 months

· Input will be provided to the report on IBL sensors for IBL pixel sensor review; 
· Quad pixel sensors will be delivered; Identify 3D pixel sensors

· Understanding of breakdown issues of FZ1 sensors after gluing will be progressed.

· Pixel module assembly procedures and multiplexing for 4-chip readout will be developed.

· Modules for the DC-DC Stavelet, and a future SP Stavelet, will be completed. 

· Further studies of the SPP-COB ASIC will be undertaken

· Performance studies to compare tapered barrel and forward disk design options will be undertaken.

· A design for a thermo-mechanical pixel model will be developed.

· First stave & stavelet prototypes using Ti tubes & low density foams will be fabricated.

· The design for the prototype stave-sized module mounting system will be completed.

· A prototype stavelet transport box and its fixturing will be developed and tested.
· Engineering design and prototyping of the strawman layout mechanical and services interfaces to staves will be completed.

· Orbital welding of 2.2mm OD titanium tube will be developed.
· New motion control stages for the power tape flying probe machine will be ordered.

· Additional Custom Current Source prototype will be built & tested

· Candidate fibre optical fibre will be irradiated cold to sLHC doses, and results compared with the pre-irradiated performance.

· Support for the SCTDAQ-HSIO rollout will continue.

· Experimental DAQ firmware and software will be developed with more advanced DAQ features.
4.2 WP6: L1 Calorimeter trigger (L1Calo)

4.2.1 Goals:

· Detailed understanding of the L1Calo trigger at high luminosities

· Provide essential firmware for ongoing L1Calo upgrade programme

· Develop full system design for L1Calo upgrade

· Build high speed technology demonstrator

· Build first stage of Phase-II demonstrator slice with connectivity to prototype digital readout of Liquid Argon and Tile Calorimeters
4.2.2 Top-level deliverables:

· Detailed understanding of the current system at High Luminosities

· Understand physics impact of upgrade options 
· Full definition of Phase-I and Phase-II L1Calo systems

· ATCA-based high-speed hardware demonstrator
4.2.3 Milestones achieved: 

· M6.1 Understand impact of pile-up in current system (essentially complete with a few final technical details currently being investigated). 
4.2.4 Progress report

4.2.4.1 Simulation/Design Studies
Significant progress has been made in the last six months. Work in the UK has meant it is now possible to simulate the performance of the L1Calo at all relevant upgrade luminosities. Through this work, which involved looking in detail at the low level simulation of the pile-up of analogue pulses from the liquid Argon (LAr) calorimeter, a number of problems with the existing ATLAS simulation of pile-up for L1Calo were identified. These were fixed which enabled the UK to obtain the first reliable estimates of trigger rates at Phase-I and Phase II luminosities. These first results were one of the highlights of the recent ATLAS Upgrade meeting in Oxford. In particular, the evolution of trigger thresholds with luminosity was studied by assuming a fixed trigger budget for L1Calo EM and jet triggers of 20 kHz each. As an example Figure 4 shows the evolution of the EM trigger threshold with luminosity. The main features of this plot demonstrate that the EM trigger rate at high luminosity is dominated by EM energy deposits from single minimum bias interactions rather than the pile up of signals from multiple interactions. The approximately logarithmic rise with luminosity reflects the underlying pT distribution of EM secondaries in minimum bias interactions. Similar conclusions are found for 0.4x0.4 (in eta and phi) jet objects, whereas for larger jets, 0.8x0.8, pile-up effects are pronounced.  

The main conclusion of this initial study is that the minimum threshold for isolated EM triggers will be in the range 30-40 GeV at Phase-I luminosities. The corresponding 0.4x0.4 jet threshold will be in the range 50-80 GeV. The range reflects the current uncertainty arising from the technical implementation of the pile-up in simulation. Comparisons with data, where bunch specific luminosities in 2011 are equivalent to 3x1033 cm-2s-1, indicate that the correct prediction is towards the upper end of these ranges. 
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Figure 4: EM trigger (electrons/photons) threshold corresponding to a fixed 20 kHz rate plotted as a function of luminosity. The different points represent different beam conditions and L1Calo noise thresholds (bunch-spacing, noise cut in ADCs). The two bands indicate the current estimates of the systematic uncertainty on the results. 

4.2.4.2 Firmware
The first stage of the ATLAS L1Calo upgrade is the replacement of the common merger modules (CMMs), which form the EM and jet triggers with a more complex board (CMX), which will be constructed by Michigan State University. The new board will have the ability to resolve ambiguities between jet and EM triggers and will have limited topological processing capability. It forms the first part of any Phase-I upgrade. To achieve the increased functionality requires an increase in the data transfer over the backplane and the internal links of the cluster processor modules. In the last 6 months, as part of the upgrade firmware effort the UK has: 

· Demonstrated that the backplane can be operated at 160 MHz rather than the current 40 MHz.

· Demonstrated that the internal links of the CPM can be operated at 80 MHz rather than the current 40 MHz.

· Demonstrated that CPM FPGAs have sufficient spare processing capacity.

4.2.4.3 Hardware conceptual design
During the last six months the UK has been developing possible conceptual designs for the Phase-II upgrade. Such a design needs to take into account the latency requirements imposed by the ATLAS detector and requirements from the Level 1 muon trigger and a future L1 track trigger. The current strawman (indicated in Figure 5) design is a two-stage system comprising of a fast real-time level-0 accept and a slightly slower level-1 system that receives the input from the track trigger. Whilst the conceptual design is far from final it has allowed concrete discussions to take place within the ATLAS Level 1 community (including L1Muon and the CTP) and forms the basis of the ongoing discussions.
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Figure 5: Outline of the strawman conceptual design for the Phase 2 trigger upgrade as being developed within the UK. 

4.2.4.4 Hardware demonstrators
In this phase of the UK L1Calo upgrade we will to build two hardware demonstrators. The first is a self-contained high-speed demonstrator board (which will act as both a data source and sink), which will be used to gain expertise in industry standard methodology for the design and operation of real-time systems at 5-10 GHz. The high-speed demonstrator will be based around an ATCA backplane and a modern FPGA (Virtex 6). It is essential to build up this expertise within L1Calo (and the UK as a whole). 

The second demonstrator relates to a UK-led Phase-II demonstrator slice. With contributions from our collaborators, this will ultimately develop into a full slice of the Phase-II system (L0Calo feature extraction, L0Calo Topological processing, L0 CTP, L1Calo feature extraction, Level 1 topological processor). In this grant period we will build a demonstrator for the first part of the slice, namely the L0Calo feature extraction. This board will interface directly to prototypes of the digital readout from the LAr and Tile calorimeters, which will be installed on detector. This work will build on the high-speed demonstrator board and constructive discussion with the ATLAS calorimeter community has started in earnest. Regardless of the final design of the Phase-II upgrade, this work is essential and by establishing an early connection to the upgraded calorimeter readout we significantly reduce the risk to the future upgrade project.  
4.3 Work in next 6 months

· Simulation: Extend studies of trigger rates to multi-object triggers, e.g. electron + jet. This information is an essential part of the argument for topological processing.

· Simulation: Understand the additional calorimeter granularity requirements for Phase-II. 

· Firmware: provide necessary firmware to support CMX and the high-speed demonstrator.

· Hardware: first round of design and layout of the high-speed demonstrator board.

· Conceptual design: Refine the Phase-II conceptual design in collaboration with the ATLAS level-1 trigger community.

4.3.1 Issues

· No issues to report. 

4.4 WP7: L1 Tracker Trigger

4.4.1 Goals

· Demonstrate the necessity of L1Track for ATLAS 
· Demonstrate a technical solution based on the Regional tracker readout concept
4.4.2 Top-level deliverables

· Determine L1 trigger rates for muons & electrons vs. pT at luminosities greater than 1x1034cm-2s-1 for the L1 Upgrade Technical Proposal
· Document the physics requirements and the key design parameters of L1Track

· Hardware demonstrator for RoIMapper
4.4.3 Milestones achieved

· No milestones were due during this reporting period.

4.4.4 Progress Report

Studies with to understand the nature of L1 electromagnetic (EM) and muon triggers and estimate the impact of pile-up and cavern backgrounds have continued. A framework to study data volumes for L0/L1 data in the tracker modules for various data formats is being developed. Working with the Tracker Upgrade Readout WG to incorporate features of the L0/L1 architecture in the next iteration of the front-end chip design.

The figures below give examples of the results derived from the study of the nature of L1 triggers. Figure 4 compares the rates obtained for various L1 EM triggers in a dataset with pile-up corresponding to a luminosity of 2x1034cm-1s-1 (in red) and in single pp collisions normalised to the same luminosity (blue). The fact that the two results are very similar, especially at higher thresholds is a proof that the L1 EM triggers are caused by particles coming from a single pp collision and the superposition of many “soft” pp interactions at high luminosity (~46 non-diffractive pp collisions in the 2x1034cm-1s-1 sample used in this study) do not produce any additional triggers. This result will simplify and accelerate the studies of L1 EM triggers, as it appears that the rates can be determined without going to the very resource-intensive procedure of producing simulated datasets with full in-time and out-of-time pile-up. Figure 5 classifies the L1 EM7 triggers according to the (Monte Carlo truth) type of the most energetic particle within the RoI, showing that in the majority of these triggers the most energetic particle is a photon. These studies are performed in collaboration with WP6 colleagues and will allow us to evaluate the necessity of using tracking information in the L1 trigger to reject such undesired triggers. 

Figure 6 gives the fraction of L1 barrel muon triggers where an offline-reconstructed muon was found within the RoI. For the high-threshold triggers the fraction is found to be very high, implying that most of the triggers are due to real muons. The distinct difference between low-threshold and high-threshold triggers is due to the fact that the high-threshold triggers require a three-station coincidence, rather than a two-station one, which is the case for lower-threshold triggers. It is worth noting that these studies do not include any cavern background, as the existing cavern background samples in ATLAS were produced many years ago and attempts to use them have given unreliable results. Work is underway to produce a new set of cavern background files and to repeat the above studies.

The L0/L1 design has important implications for the readout architecture of the whole of ATLAS and particularly for the tracker. In WP7, we have developed a lightweight framework to allow for rapid evaluation of the amount of data that needs to be read out from the front-end ASICs of the strip modules, depending on the luminosity and the data format. This has provided vital input (shown in Figure 9) to the Tracker Upgrade Readout working group, and will help the experts converge to the optimal data format for the L0/L1 data and on the bandwidth that needs to be available in the various lines on the stave.

4.4.5 Work in the next 6 months 

· Complete the L1 trigger rate studies up to luminosities of 5x1034cm-2s-1.

· Study the impact of cavern background on the L1 muon rates

· Study the trigger performance in benchmark physics channels for a variety of L1 pT thresholds.

· Complete contributions to the ATLAS L1 Upgrade Technical proposal.

· Converge on the L0 and L1 data format together with the Tracker upgrade Readout Working group.
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Figure 6: Rates for various L1 EM triggers in a dataset with pile-up at 2x1034cm-1s-1 (in red) and in single pp collisions normalised to the same luminosity (blue). 
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Figure 7: Particle type (based on MC truth) of the most energetic particle within an L1 EM7 RoI in a dataset with pile-up at 2x1034cm-1s-1 (in red) and in single pp collisions (blue).
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Figure 8: Fraction of L1 muon RoIs with an offline reconstructed muon within them, for the various pT thresholds and for different levels of pile-up (the blue points should be disregarded).
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Figure 9: Number of bits per chip for different levels of pile-up as a function of the number of clusters per packet

4.5 WP8: High-level trigger

4.5.1 Goals

· Upgrade and optimisation of the HLT tracking, trigger selections and steering software.
4.5.2 Top-level deliverables

· Steering software upgraded

· HLT Tracking upgraded and optimized

· Selection software optimized
4.5.3 Milestones achieved

· No milestones were scheduled to be completed during this reporting period.

4.5.4 Progress Report

4.5.4.1 Optimization of HLT tracking software for Phase-I
For the HLT Inner Detector and Muon tracking software, a major challenge is to maintain high efficiency and fast execution times as the detector occupancies rise above design luminosity values. The infrastructure to bench-mark the performance of the trigger tracking and selection code using simulated high luminosity data has been set-up and run on datasets of simulated data with luminosities up to 2x1034cm-2s-1. This study has identified the areas for optimisation and improvement. Recent work has focussed on optimising the IDSCAN Zfinder, the component of the L2 tracking that reconstructs the position of the primary vertex in the direction along the beampipe. to reconstruct muon tracks in the presence of high luminosity pile-up. The Zfinder uses a histogramming technique to reconstruct the position of the primary interaction point in the direction along the beam pipe. The subsequent L2 pattern recognition steps use fast histogramming techniques which rely on a knowledge of this position to within ~1mm. The Zfinder optimization has resulted in substantial improvements in both efficiency and execution time, see Figure 7. The efficiency for correctly reconstructing the primary vertex position has increased from 74% to >98% for muon Regions of Interest at a luminosity of 2x1034cm-2s-1, while the execution time has been reduced by almost 10ms. After the completion of the Zfinder optimisation for tau and electron signatures, the work will be carried forward to optimize the subsequent pattern recognition steps. 
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Figure 10: Efficiency for the L2 Zfinder to find the correct primary vertex (left) and Zfinder execution time (right) before and after optimization for high luminosity, shown for muon, electron and tau Regions of Interest at a luminosity of 1034 cm-2s-1 and additionally, for muons at 2x1034cm-2s-1. 

A new L2 ID tracking software package (L2Star) has been designed and is being implemented. This package is based on existing components and adds the additional flexibility needed to optimize tracking strategies for specific trigger objects and as a function of luminosity. The existing pattern recognition strategies have been incorporated within the new framework, completing the first phase of implementation. 

Work is ongoing to optimize the Event Filter muon code to minimize execution time. Performance measurements are underway with simulated high luminosity data. This work has already yielded substantial reductions in the execution time for high occupancy events.

4.5.4.2 Optimisation of trigger selections for Phase-I (with WP9)

Results from implementing two components of the L2 tracking code (z-finder and fitter) on commercial Graphics Processor Units (GPU) were presented at the last OsC. A factor of 35 speed-up for the z-finder code and a factor of 12 improvement for the fitter compared to general purpose processors has been measured. Recent effort has focussed on porting the preceding step, data preparation, to the GPU. This step takes raw data from the pixel and SCT detectors, associates adjacent hits to form clusters and adds geometrical information to form three-dimensional space-points. Work has also started to evaluate a client-server architecture as a way of sharing a GPU resources between several CPU cores. This also has the benefit of separating the CUDA-based components of the code, which run on the GPU, from the C++ components running on the CPU.

4.5.5 Work in the next 6 months 

· Completing the Zfinder optimization for tau and electron signatures.

· Optimizing the L2 ID pattern recognition step

· Updating the Tracking code for the IBL

· Benchmarking and optimizing of the EF ID and Muon tracking code

· Implementing a complete tracking chain on a GPU

· Define Muon and Electron Trigger Selection chains for future MC productions

· Start upgrade of Steering software – add functionality needed for upgrade studies
4.5.6 Issues

The late confirmation of funding for new posts has meant that NP2, which was due to start on 15th Nov 2010, will now only be filled from 1st June 2011 with a consequent 6.5 month delay in the steering upgrade work. The effect of this is to delay MC productions incorporating the enhanced steering functionality and compress the time for evaluation and subsequent optimization. A short-term solution has been found to allow studies to progress for now. The delay has been taken into account in the baseline schedule.

4.6 WP9: Computing

4.6.1 Goals

· Provision of computing tools for the upgrade activities; 

· To track technology changes in the computing area.
4.6.2 Top-level deliverables

· Simulation software releases for design documents
· Visualisation tools for the upgrade design
· Optimized frameworks, software and computing for modern computing requirements

4.6.3 Milestones achieved

No milestones were scheduled to be completed during this reporting period; the first deliverables are in Q3 of 2011.

4.6.4 Progress Report

4.6.4.1 Simulation

The tracker simulation activity is currently focussing on assessing the implications of the likely reduction in the mean number of interactions from 400 to 200 at high luminosity. The occupancy still exceeds 2% in the forward regions even with the reduced pile-up, and this not only affects the optimal detector design but also the simulation and reconstruction strategy. Robustness is a prime concern. 
Thus far, parametric modifications to the ‘Utopia’ simulation allow the simulation of a petal-like geometry for the forward region within the upgrade software infrastructure. However, considerably more work is required to support the digitization and reconstruction. These latter activities are a lower priority at this time, as the layout is the highest priority.

The pixel work has been hampered by the late release of the funding for new effort, and so has concentrated on producing a standard suite of performance plots to guide the simulation development and the detector design effort. The new PDRA has just been appointed, and the focus is shifting to work to support the various possible pixel replacement scenarios. The existing detector simulation has been adapted to study the performance under high luminosity and initial tools have been developed to study possible low-mass, high resolution replacements.

The overall upgrade simulation infrastructure is now being reviewed and consolidated, in readiness for the Letter of Intent later in the year. The upgrade tools are being steadily integrated into the ATLAS core software releases
4.6.4.2 Radiation environment

This area has again been affected by the late release of funds for new posts. This lead to the loss of an expert from the previous upgrade project, and the work to date has been undertaken with rolling grant and HEFC effort. The focus has been on analysing the ATLAS 7 TeV LHC data to allow comparison of Monte Carlo simulations with measurements. This has lead to an Impressive (and arguably unprecedented) level of benchmarking of complex multi-particle radiation environment covering energies from TeV -> thermal neutrons.

4.6.4.3 Visualisation
There is now a simple "test" build target in the released version of AtlantisJava (in offline software release 17.0.1) and this will now be extended with more detailed tests and (of particular relevance to the upgrade) with some performance tests.

The most immediate deliverable is the visualization for the LoI detector geometry. This clearly requires input from other parties, but can be implemented quickly when that is forthcoming. The current efforts are focusing on a later deliverable, the performance optimization for high luminosity. This is a more complex deliverable, and the testing and profiling tools required have now been set-up.
4.6.4.4 Optimisation of code and frameworks

The WP9 activity with GPUs is already mentioned in WP8, as this is a joint activity, now predominantly followed by WP8. It has followed the pattern that seed-corn developments have been made in WP9, then they are largely carried forward by WP8, with WP9 expertise in support. A similar seed-corn study has been underway attempting to parallelise the Kalman track fitting for the High Level Trigger. Useful work has been done on the design.

Another focus of effort has been the running of the Athena framework for reconstruction on the grid in a form that is optimised for multiprocessor chips (AthenaMP). Test queues have been set up at  RAL and Edinburgh, and submission mechanisms investigated. The project (which uses HEFC & Rolling Grant effort, plus a small contribution of New Money effort in Lancaster, which is in place) is now optimising and studying the performance, and will report in July.

4.6.5 Work in the next 6 months 

· Completion of pile-up tools for strip and pixel studies

· Construction of visualisation profiling test suite and test data
· Implement LoI geometry for visualisation

· Radiation environment at 7TeV report

· New tracker upgrade simulations in response to layout changes

· Optimisation of AthenaMP and initial application study for simulation

· Initial application selection for parallel/multiprocess analysis.

4.6.6 Issues

The late confirmation of funding for new posts has meant that the pixel work has been delayed. It also lead to the loss of expertise in radiation environment. This has been taken into account in the baseline schedule, but has resulted in an increased reliance on HEFCE funded staff.

5 Manpower Plan (tables)
5.1 Tracker
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5.2 WP6
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Institute Name Role type 10/11 11/12  12/13 | Total
Birmingham A. Watson Ac RG 0.10 0.10  0.20

]. Bracinik Ph RG 0.00 0.20  0.30

M. Krivida E NM 0.00 0.20  0.60

R.] Staley E RG 0.30 040 050

S. Hillier Ph RG 0.10 0.30 030

S. Pyatt T RG 0.10 0.15 015
Cambridge B. Hommels Ac RG 0.10 0.10  0.10

J. Chapman Ph RG 0.30 0.30 030

M. Goodrick E RG 0.10 0.10  0.30

M. Thomson Ac RG 0.30 0.30 030

PDRA #250% Ph NM 0.00 0. 1.00

S. Sigursson T NM 0.10 0.10 040
QMUL L.Cerrito Ac RG 0.12 0.02  0.05

M.Landon Ph RG 0.40 0.48 .72

PDRA # Ph NM 0.00 1.00 0.25
RAL (PPD) B. Barnett Ac PPD 0.35 0.50  0.60

D. Sankey Ph PPD 0.60 0.60  0.60

N. Gee Ac PPD 0.40 0.40 050

R. Middleton Ac PPD 0.65 0.65  0.65

[W.Qian E PPD 0.70 0.80 0.85 | 2.
RAL (TD) L. Brawn E TD 0.85 0.85 0.85 | 2.

RAL EID Design Engineer 1 E TD 0.00 115 145 [ 2.60
Grand Total 5.57 9.45 1097 25.99





5.3 WP7
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5.4 WP8
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5.5 WP9
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Institute Name Role type 10/11 11/12 12/13 | Total
Cambridge CP Ward Ph NM 0.00 0.10 020 | 030
JR Batley Ac RG 0.10 0.10 0.10 | 0.30

Edinburgh P. Clark Ac RG 0.10 0.10 0.10 | 0.30
V. Martin Ac RG 0.00 0.15 0.5 [ 030

A. Washbrook Ph Other 0.20 020 020 [ 0.60

A. Shaelicke Ph NM 0.00 090 075 | 1.65

R. Harrington Ph NM 0.00 0.75 0.75 | 1.50

Lancaster R Henderson Ph NM 0.10 0.15 0.15 | 0.40
RWL Jones Ac Other 0.05 0.05 005 [ 015

RG 0.05 0.05 005 | 0.15

Oxford A. Abdesalam Ph NM 0.35 070 0.70 | 1.75
J. Tseng Ac RG 0.20 0.20 0.20 | 0.60

Sheffield D.R. Tovey Ac RG 0.08 0.00 0.00 | 0.08
1. Dawson Ph RG 0.10 0.20 0.20 | 0.50

L. Nicolas Ph NM 0.25 1.00 1.00 | 2.25

UCL M. Campanelli Ac RG 0.20 0.00 0.00 | 0.20
P. Sherwood Ph RG 0.30 0.10 040 | 0.80

]. Butterworth Ac RG 0.05 0.00 0.00 | 0.05

G. Hesketh Ph Other 0.10 0.10 0.10 | 0.30

B. Waugh Ph RG 0.10 0.10 0.10 | 0.30

Grand Total 233 495 520 1248





6 Financial Summary
Since the last OsC, the budget has been brought in line with the PPAN announcement, primarily by reducing the University RG line, and FY10/11 has been completed. 

6.1 Budget reconciliation

To bring the budget in line with the PPAN announcement, the University RG line was reduced by 15%, corresponding to £802k, from Jan 2011-Mar 2013, this was in addition to the original reduction due to the cancellation of WP1. The RG line was fully funded via bridging during the first half of FY10/11. Following the PPAN announcement in August, the descoped project and budget were established in October. The delay in establishing the budget let to unavoidable costs being incurred in the RG line to allow for work to be completed before staff were moved to other projects. A total unavoidable cost of £561k, based on WP1 RG costs to October 2010 and WP2-9 RG costs to Jan 2011, has been entered as a transfer (column: Transfers (1a)) against the University RGs. This was agreed with the Office.

The balance of the reduction required to reconcile with the PPAN announcement has been found through underspends in STFC staff and travel in FY10/11, and a reduction in travel and consumables.

6.2 FY10/11 Spend 

Staffing spend was broadly as expected. There was a small underspend in TD due to slow start up at the ATC, and lower than expected use of some specific skill sets (such as wire bonding)

Recurrent spend in FY10/11 was less than originally proposed. This was primarily due to equipment funding was not available until Oct 2010 and the delay in finalising the budget – which lead to a more conservative approach to spend.. Also major items of expenditure have been delayed due to delays in the programme, such as the delay in the sensors for 130nm modules pending final design of the 130nm ASIC. Given that we expect to only just make the first 130nm module in this phase it is understandable that the sensors are needed a lot later than planned – late in 11/12 at the earliest. In addition it is looking likely that we will need another order of the 250nm sensors to enable more work on the modules we have. This would also fall in 11/12.The project has spent significantly less on travel in the first 12 months, there are many reasons for this, the low cost of the last two external ATLAS upgrade weeks is one, and the re-organisation of the CERN PO is another. The costs presented for FY 10/11 reflect the real cost which is 50k lower than originally expected. FY 11/12 and 12/13 have also been reduced by ~40k a year reflecting an expected reduction in the travel costs over the next two years.

6.3 FY10/11 Working Allowance 

The project has now spent £263k of £2361k capital, thus it would be reasonable to consider how to spend 263/2361 of the WA (£254k). This would be 28.3k. We would plan spend this retired WA in the following way:

· £7k is used to balance the books; reducing the costs of the overall program has been demanding and whilst sensible cuts have brought us very close we still have a 7k shortfall. We intend to meet this from WA.

· £15.2k to pay for LTA for Phil Allport. Phil Allport has taken up the role of ATLAS Upgrade coordinator which will require considerable time at CERN. The ATLAS upgrade project would like to meet these costs, which is estimated at 15.2k.

· £6.1k to be left as part of the WA.
6.4 Profile

Our spending profile has naturally been distorted by the late approval of the project, with equipment spend only becoming available in Oct 2010. The spend was re-profiled as part of the descoping exercise the project but nevertheless there was underspend in FY10/11 due to the time taken for orders to be processed and delivered, and then to pass through the financial system. This led to a transfer of, primarily, recurrent funds into FY11/12. STFC has requested that our project spend covering STFC staff and recurrent costs be limited to around £3m. We have therefore moved £395k of the recurrent spend into FY12/13. This affects the tracker project and we believe that it is achievable given the delays in 130nm ASIC programme, however the re-profiling does introduce a risk that we may not be able to make commitments during the 2nd year of the project. 
6.5 Financial Statements (Tables)  
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7 Milestone Tables

	WP2 (On Detector) Milestones and Deliverables (1 June 2011)

	Milestone
	Description
	Is a Deliverable?
	Date
	Status
	Affected by international partners?
	Part of critical path?
	Notes (Dependencies/Influences)

	
	
	
	Original
	Target
	Actual
	
	
	
	

	M2.1
	Modules available for DC-DC Stavelet
	Yes
	Mar 11
	Jun-11
	 
	Delayed
	No
	No
	75% complete. Final module now under test.

	M2.2
	Probe last four ABCN-25 Wafers
	Yes
	Apr 11
	Jun-11
	 
	Delayed
	No
	No
	75% complete. Three wafers tested at RAL on schedule.  Final wafer to be tested at Glasgow for purposes of skill transfer.  We still have thousands of tested, good die in stock, so this is not urgent.

	M2.3
	Modules available for SP Stavelet
	Yes
	May 11
	 
	 
	Delayed
	No
	Yes
	On hold pending further studies of double trigger noise issues observed in serially powered modules.

	M2.4
	Modules available for 250nm Stavelet
	Yes
	Oct 11
	 
	 
	In Progress
	No
	Yes
	On track.

	M2.5
	Power Tape Testing Machine Complete
	Yes
	Feb 12
	 
	 
	In Progress
	No
	No
	On track,an alternate source for motion control stages is being identified, but this is not expected to cause ongoing delay.

	M2.6
	Final sensors available
	No
	Jun 12
	 
	 
	 
	Yes
	Yes
	ASIC schedule being closely monitored. The UK has redeployed resources to work on the ASIC designs to minimise this delay.

	M2.7
	ABCN-13 ASIC Evaluated
	No
	Jul 12
	 
	 
	 
	Yes
	Yes
	See above

	M2.8
	First ABCN-13 Hybrid 
	No
	Aug 12
	 
	 
	 
	Yes
	Yes
	See above

	M2.9
	First ABCN-13 Module 
	No
	Sep 12
	 
	 
	 
	Yes
	Yes
	See above

	M2.10
	HCC ASIC Evaluated
	No
	Oct 12
	 
	 
	 
	Yes
	No
	See above

	M2.11
	First HCC+ ABCN-13 Hybrid
	No
	Nov 12
	 
	 
	 
	Yes
	No
	See above

	M2.12
	First HCC+ ABCN-13 Module
	No
	Dec 12
	 
	 
	 
	Yes
	No
	See above

	M2.13
	Modules available for 130nm Stavelet
	Yes
	Feb 13
	 
	 
	 
	Yes
	Yes
	See above


	WP3 (Off-Detector) Milestones and Deliverables (1 June 2011)

	Milestone
	Description
	Is a Deliverable?
	Date
	Status
	Affected by international partners?
	Part of critical path?
	Notes (Dependencies/Influences)

	
	
	
	Original
	Target
	Actual
	
	
	
	

	M3.1
	Custom Current Source Evaluated
	No
	Oct 10
	 
	Oct 11
	Complete
	Yes
	No
	Prototype is optimised, and outperforms commercial PSU

	M3.2
	Specifications and evaluation test setup for PPS
	Yes
	Nov 11
	 
	 
	In progress
	No
	No
	Intended for production version of PPS

	M3.3
	Test facility at CERN ready for DC-DC stavelet testing
	No
	Apr 11
	Jul 11
	 
	Delayed
	Yes
	Yes
	Work ongoing in B180. DC-DC stavelet is not ready yet

	M3.4
	Provision of stave 09 services: cooling, power, DAQ at CERN
	Yes
	Jul 11
	 
	 
	In progress
	No
	Yes
	Work is tied in with B180 effort

	M3.5
	Custom Current Source ready at CERN
	No
	May 11
	Jul 11
	
	Delayed
	No
	No
	Second Power Supply is ready, no need (yet) for it to be at CERN

	M3.6
	HSIO-DAQ adapted for ABCN-13
	No
	Jun 12
	 
	 
	 
	Yes
	Yes
	ABCN-13 specifications not yet defined

	M3.7
	HSIO-DAQ modified for ABCN-13 and HCC
	No
	Sep 12
	 
	 
	 
	Yes
	No
	ABCN-13, HCC specifications not yet defined

	M3.8
	Testing of optical fibres irradiated in cold
	No
	Aug 11
	 
	 
	In progress
	Yes
	No
	first irradiation scheduled Jun/Jul 11

	M3.9
	Test procedure and setup for production fibre
	Yes
	Nov 11
	 
	 
	In progress
	No
	No
	Cold irradiation facility commissioned May 11

	M3.10
	DAQ ready for Stave-130
	Yes
	Nov 11
	 
	 
	In progress
	No
	Yes
	 


	WP4 (Tracker-Mechanics) Milestones and Deliverables (1 June 2011)

	Milestone
	Description
	Is a Deliverable?
	Date
	Status
	Affected by international partners?
	Part of critical path?
	Notes (Dependencies/Influences)

	
	
	
	Original
	Target
	Actual
	
	
	
	

	M4.1
	Evaluation of titanium tube completed.
	No
	Dec 10
	 
	Jan 11
	Complete
	No
	No
	Done. Stavelet with 1/8” titanium tubes constructed. Welding issues identified.

	M4.2
	Prototype (stavelet) test/shipping container evaluated.
	No
	Dec 11
	 
	 
	In progress
	No
	No
	On track - prototype frame in manufacture

	M4.3
	Functional prototype of full-scale module mounting system.
	No
	Nov 11
	 
	 
	In progress
	No
	Yes
	On track. International stave programme assumes module mounting capability at RAL during 201.  Need to maintain capability during system development.

	M4.4
	Final stave core selected and prototyped.
	No
	May 12
	 
	 
	In progress
	Yes
	Yes
	On track. Experience in the manufacture of the Thermo-mechanical stave and stavelets will be used to iterate the tooling design and subsequently manufacture a new round of prototypes.

	M4.5
	Bending and orbital welding of 2.2mm OD titanium tubes demonstrated
	No
	Dec 11
	 
	 
	In progress
	No
	Yes
	On track. Procurement of 2.2mm OD titanium tube (shared with ATLAS IBL project) completed.  Tube bending / welding studies starting. Prototype tubes will be supplied to stave (and stavelet) assembly task.

	M4.6
	Define Production Frame
	No
	Feb 12
	 
	 
	In progress
	Yes
	No
	On track.

	M4.7
	Full set of measured material’s properties
	Yes
	Nov 11
	 
	 
	In progress
	No
	Yes
	On track - draft report in preparation

	M4.8
	Evaluation of titanium tube, specification and plan for mass production
	Yes
	May 12
	 
	 
	In progress
	Yes
	Yes
	Results of prototyping during 2011 will inform later development & planning

	M4.9
	Delivery of 1st core for 130nm ASICs
	Yes
	Dec 12
	 
	 
	In progress
	Yes
	No
	On track. FEA for thermal design. ATLAS-wide initiative formal specifications & interfaces just starting

	M4.10
	Delivery of core for 130nm electrical stave
	Yes
	Mar 13
	 
	 
	In progress
	Yes
	Yes
	See above

	M4.11
	Full-sized module mounting system complete
	Yes
	Jun 12
	 
	 
	In progress
	No
	Yes
	On track

	M4.12
	Full-scale test/shipping system with tooling 
	Yes
	Sep 12
	 
	 
	In progress
	Yes
	No
	On track. Exact design will depend on emerging stave geometry.

	M4.13
	Feasibility of strawman v14 service layout
	Yes
	Dec 11
	 
	 
	In progress
	No
	No
	On track. End-plate mock-up complete. Focus now on services modules


	WP5 (Tracker-pixels) Milestones and Deliverables (1 June 2011)

	Milestone
	Description
	Is a Deliverable?
	Date
	Status
	Affected by international partners?
	Part of critical path?
	Notes (Dependencies/Influences)

	
	
	
	Original
	Target
	Actual
	
	
	
	

	M5.1
	USBPIX setup at UK institutes
	No
	Mar 11
	Jun 11
	 
	In progress
	Yes
	Yes
	Original USBPIX stolen during transport, awaiting new modules from Bonn, delivery due mid-June

	M5.2
	Report on IBL sensor qualification
	No
	Jul 11
	 
	 
	In progress
	Yes
	 
	UK participation in testbeam and module testing activities

	M5.3
	Planar quad sensor delivery
	No
	Oct 11
	 
	 
	In progress
	No
	Yes
	Dependent on production company (Micron); design submitted to Micron

	M5.4
	Report on layout studies for pixel upgrade
	Yes
	Nov 11
	 
	 
	In progress
	Yes
	No
	Dependent on software tools and computing resources

	M5.5
	Thermo-mechanical model design complete
	No
	Mar 12
	 
	 
	 
	No
	No
	Discussion with collaborators will influence final design; integration with ATLAS effort

	M5.6
	3D sensor delivery
	No
	Jun 12
	 
	 
	 
	No
	Yes
	Dependent on production companies (CNM and Sintef)

	M5.7
	Electrical planar quad module complete
	No
	Aug 12
	 
	 
	In progress
	No
	Yes
	Dependent on production companies (VTT); order placed for bump-bonding

	M5.8
	3D quad sensor module complete
	No
	Nov 12
	 
	 
	 
	No
	Yes
	 

	M5.9
	Report on characterization of planar quad module 
	Yes
	Mar 13
	 
	 
	 
	No
	No
	 

	M5.10
	Report on characterization of 3D quad module
	Yes
	Mar 13
	 
	 
	 
	No
	No
	 

	M5.11
	Report on characterization of thermo-mechanical model
	Yes
	Mar 13
	 
	 
	 
	No
	No
	 


	WP6 (L1Calo) Milestones and Deliverables (1 June 2011)

	Milestone
	Description
	Is a Deliverable?
	Date
	Status
	Affected by international partners?
	Part of critical path?
	Notes (Dependencies/Influences)

	
	
	
	Original
	Target
	Actual
	
	
	
	

	M6.1
	Understand impact of pile-up in current sysetm
	YES
	Jun 11
	 
	 
	Complete
	No
	No
	Detailed work complete but awaiting final validation using high luminosity 2011 data

	M6.2
	Understand physics impact of topological triggers
	NO
	Sep 11
	 
	 
	In progress
	No
	No
	 

	M6.3
	Develop physics driven Phase-II upgrade requirements
	YES
	Mar 13
	 
	 
	 
	No
	Yes
	Work starting 

	M6.4
	Operation of CPM internal links at 80 MHz
	NO
	Jun 12
	 
	 
	In progress
	Yes
	No
	Precise timescale depends on CMM++ schedule

	M6.5
	Conceptual design of topological processor
	NO
	Dec 11
	 
	 
	In progress
	Yes
	No
	Work in collaboration with international partners. Sharing of work under discussion 

	M6.6
	Conceptual desing of Phase-II system
	YES
	Mar 13
	 
	 
	In progress
	No
	Yes
	 

	M6.7
	Construction of ATCA-based high-speed demonstrator
	YES
	Mar 13
	 
	 
	 
	No
	No
	 


	WP7 (L1 Track trigger) Milestones and deliverables (1 June 2011)

	Milestone
	Description
	Is a Deliverable?
	Date
	Status
	Affected by international partners?
	Part of critical path?
	Notes (Dependencies/Influences)

	
	
	
	Original
	Target
	Actual
	
	
	
	

	M7.1
	L1 Upgrade TP
	Yes
	Jun 11
	Dec 11
	 
	In progress
	Yes
	Yes
	Schedule defined by ATLAS management; simulations in progress

	M7.2
	Requirements: Specify the required performance of L1Track in terms of Physics parameters
	Yes
	Jun 12
	 
	 
	 
	Yes
	No
	 

	M7.3
	RoIMapper: Complete design of RoIMapper
	No
	Sep 12
	 
	 
	 
	Yes
	No
	 


	WP8 (HLT) Milestones and Deliverables (1 June 2011)

	Milestone
	Description
	Is a Deliverable?
	Date
	Status
	Affected by international partners?
	Part of critical path?
	Notes (Dependencies/Influences)

	
	
	
	Original
	Target
	Actual
	
	
	
	

	M8.1
	First GPU measurements: Zfinder & fitter
	No
	Dec 10
	 
	Dec 10
	Complete
	No
	No
	 

	M8.2
	L2 Zfinder optimized
	No
	Sep 11
	 
	 
	In progress
	No
	Yes
	 

	M8.3
	HLT Tracking code updated for IBL
	No
	Dec 11
	 
	 
	In progress
	Yes
	No
	Delays to offline software components needed for this work.

	M8.4
	Trigger Selections Defined for MC Productions
	No
	Dec 11
	 
	 
	In progress
	Yes
	No
	 

	M8.5
	Steering Code Upgraded 
	No
	Dec 12
	 
	 
	 
	Yes
	No
	Delayed start of NP2

	M8.6
	GPU speed-up measured for complete tracking chain
	No
	Dec 12
	 
	 
	 
	No
	No
	 

	M8.7
	HLT Selections updated for upgraded LVL1
	Yes
	Mar 13
	 
	 
	In progress
	Yes
	No
	 

	M8.8
	HLT Tracking optimized for Phase-I luminosities
	Yes
	Mar 13
	 
	 
	 
	No
	Yes
	 


	WP9 (Upgrade Computing) Milestones and Deliverables (1 June 2011)

	Milestone
	Description
	Is a Deliverable?
	Date
	Status
	Affected by international partners?
	Part of critical path?
	Notes (Dependencies/Influences)

	
	
	
	Original
	Target
	Actual
	
	
	
	

	M9.1
	Pileup tools for initial design studies
	No
	Sep 11
	 
	 
	In progress
	Yes
	No
	Underway

	M9.2
	Strip, simualiton and Atlfast release for initial design studies
	Yes
	Dec 11
	 
	 
	In progress
	Yes
	Yes
	This may have to be advanced for new design schedule

	M9.3
	Automated tuning procedure for Atlfast
	No
	Sep 12
	 
	 
	 
	Yes
	Yes
	 

	M9.4
	Design proposal pixel simulation
	No
	Jan 13
	 
	 
	 
	Yes
	Yes
	 

	M9.5
	Upgrade simualtion in main core with Atlfast tuned for high luminosity
	No
	Mar 13
	 
	 
	 
	Yes
	No
	 

	M9.6
	Initial design visualisation implemented
	No
	Dec 11
	 
	 
	 
	Yes
	No
	This may have to be advanced for new design schedule

	M9.7
	Performance profiling and optimisation
	No
	Jul 12
	 
	 
	 
	Yes
	Yes
	 

	M9.8
	Atlantis relesae for design detector
	Yes
	Mar 13
	 
	 
	In progress
	Yes
	Yes
	 

	M9.9
	Validation of 7TeV fluences and doses
	No
	Jul 11
	 
	 
	In progress
	No
	Yes
	 

	M9.10
	Validation of 7TeV cavern fluences
	 
	Mar 12
	 
	 
	 
	Yes
	No 
	 

	M9.11
	Radiological assessment & ID operation plans
	Yes
	Mar 13
	 
	 
	 
	No
	No
	 

	M9.12
	AthenaMP demonstrated on the Grid
	No
	Aug 11
	 
	 
	In progress
	Yes
	No
	 

	M9.13
	Parallelised analysis study
	No
	Apr 12
	 
	 
	 
	No
	No
	 

	M9.14
	Optimised parallel code release
	Yes
	Mar 13
	 
	 
	 
	No
	No
	 


Green indicates milestones that had a completion date in the previous 6 months

Yellow indicated milestones due in the next 6 month period

Complete indicates that the milestone has been completed.

Delayed indicates that a milestone due to be completed in the previous 6 months has been delayed and a target date has been entered.

In progress indicates that work towards this milestone has started.
8 Gantt chart (Chart) 
8.1 Tracker
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8.2 WP5 (Pixel)
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8.3 WP6 (L1 Calorimeter Trigger)
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8.4 WP7 (L1 Track Trigger)
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8.5 WP8 (High Level Trigger)
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8.6 WP9 (Computing and Simulation)
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9 Risk Report 

It should be noted that as the ATLAS Upgrade project is a generic R&D project all the work is done on “best knowledge” basis i.e. until a baseline design is presented in a  TDR all ideas are open for discussion. 

One new risk has been entered into the risk register: 1.4, changes to layout, this can be seen along with the full risk register at the end of the report.

The three principal risks to the project are:

1. ASIC development falls behind schedule (2.8): The UK tracker efforts are driven by the ASIC technology, and the ASIC design is a CERN led activity. Should the schedule of the stable of 130nm chips be delayed it will significantly affect of the UK’s main deliverables: 130nm electrical stavelet and 130nm module. To mitigate this we have reorganised effort within STFC to provide a project controlled TD ASIC designer to the international effort. It is believed that this effort (1.6 FTE over 3 years) will provide enough support to maintain the schedule.

2. Changes to layout (primarily 1.4, also 0.7, 9.1, & 9.2): Should the layout change dramatically then there could be a considerable knock on to many aspects of the UK upgrade project. This is largely a risk to the tracker aspects of the project, but could impact some aspects of the trigger as well. Our leading roles in simulation, through WP9, ensure that we can monitor the layout and comment on the effect of proposed changes.

3. Staffing (0.5, 0.6, 0.10): Throughout the last three years the available staff levels have declined. This has been caused by a number of factors including retirement, redundancy, leaving employment, and moving to other projects. This has been further compounded by the constraints of the funding forcing the staff pool to be reduced further. When this is coupled with the difficulties we have had filling new posts, we have reached a point that should any more people leave we will start being unable to fulfil specific parts of our scope. This is of particular concern within STFC as the present redundancy round could impact on what we can do. There is little we can do to mitigate this apart from reducing scope (or recruiting more staff which is likely to be very hard in the present climate).

9.1 Updated risk register (Table) 
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9.2 Notes on Risk Register

	1
	Cost is of supporting all of ATLAS UK (ex RG) for 12 months - it is assumed capital and travel will be required FUTURE.

	2
	As note 1 but with the proviso that a loss of leadership is likely to impact technical choices, and increase costs further.

	3
	worst case is assumed to be to employ STFC staff instead (recruiting may be needed) and this is likely to ass 50k per FTE of effort.

	4
	ranging from 0 to very high depending on exact discoveries. To date all discoveries have resulted in 0 cost increase, and the likelihood of anything larger coming forward is diminishing all the time.

	5
	1 square meter increase of area will be 100 modules at ~4k each - on top of this there will be effort, readout, spares etc. This cost would be spread over maybe 2017-2019 and shared by all collaborators. Given the proposed UK contribution the UK could expect perhaps 20% of these costs FUTURE.

	6
	Impossible to quantify due to non-specific nature of risk

	7
	Can only impact capital aspect of the project - this is a worst case assuming all parts that must be sourced abroad are 20% more expensive 

	8
	Approximate cost of remaking average price full prototype (stavelet) from scratch.

	9
	The timing of this would have a huge impact on the cost - from 0 to ~1/3rd of the capital allocation of the tracker - clearly willingness to spend will drop should such a change look likely

	10
	parts are insured in transit so the capital loss will be 0 - there will be a time loss, but generally re-scheduling is possible.

	11
	As we are not yet in production there is no quota we need to fill, and much of the WP2 Working allowance is associated with this purchase - we might have to adjust the prototyping plan should this risk be realised

	12
	It is assumed international orders will not be allowed to slip the TDR date so there is no cost from that - the risk will be realised be having to redefine UK scope 

	13
	Impossible to quantify - depending on when the risk was realised, and the magnitude of the change it would range from trivial to very high.

	14
	Assuming the costs incurred would be considered zero as they have been budgeted, then the fabrication costs are negligible, but the running costs will be higher, and the performance poorer.

	15
	Nominal cost for extra iterations (capital only) - if it effect the TDR then note 1 - very unlikely. 

	16
	This results is loss of leadership and position not in capital risk

	17
	100k is the cost of providing 1FTE of STFC effort from the UK to assist in the ASIC development

	18
	Cost of reworking prototypes and tooling - very approximate.

	19
	Cost of two new irradiation runs (assuming SCK - might be lower at Birmingham if that proved possible)

	20
	Nominal sum to switch effort to DC-DC. 

	21
	50:50 university STFC effort, unlikely more than 6 months would be needed.

	22
	Assumed to be small effects that can be investigated in subsequent prototypes - upper limit is dedicated prototype cost.

	23
	The per stave cost - assumed a stave takes 1 week longer to bond (very unlikely)

	24
	Use connectors - cost neutral 

	25
	Cost of new module mounting tooling and all stave build tooling + development of version 2. 

	26
	Trigger problems if realised would compromise the ATLAS performance, there is no obvious solution by use of extra resources

	27
	Cost given is for 1 additional STFC staff to work on problem. Effort required is not quantifiable, would be an ATLAS collaboration problem

	28
	Half a year of PDRA effort to enable virtualisation or change code (upper limit)

	29
	Given the intended late purchase of hardware the budget will remain largely intact until program end, at that point extra cost may be incurred - approximated by doubling capital budget.

	30
	extra year of WP4 effort (to be spread between WP2 and 4)


10 Glossary of terms
	130micron
	Refers to semiconductor processing technology at 130micron scale

	250micron
	Refers to semiconductor processing technology at 250micron scale

	3D sensors
	Silicon sensors made using nanofabricaton technology, which have column readout rather than planar readout

	ABCDNext
	The front-end readout chip being developed for the strip  tracker upgrade, building on the current strip ABCD readout chip

	ATCA
	Advanced Telecomunciations Computing Architecture: an industry standard specification used in ATLAS for fast signal handling

	CiS
	Established German supplier of microstrip sensors to particle physics experiments

	CMM
	Common merger module: 

	CTP
	Central trigger processor

	EF
	Event filter: level 3 software trigger

	EM
	Electromagnetic triggers: refers to a specific hardware trigger designed to search for photons and electron signatures in the calorimeter

	ESPI
	Electronic Speckle Pattern Interferometry: a technique for imaging static and dynamic displacements

	FATRAS
	Fast tracking simulation software

	FE-I4
	The front-end readout chip being developed for the IBL upgrade, building on the current FE-IX series developed for the current ATLAS pixel system

	FPGA
	Field programmable gate array

	FZ1(2)
	Classification of float zone grown Si wafers for sensors

	HCC
	

	HLT
	High level trigger: level 2 and EF software triggers

	HSIO
	High Speed Input Output – an FPGA readout board made at SLAC for interface to all staves (250 and 130nm) and stavelets. Presently used as the primary interface for all strip tracker objects.

	IBL
	Insertable B layer – innermost pixel layer that more or less sits on the beam pipe – the first upgrade ATLAS will get.

	IBL
	Inner B-layer pixel detector; upgrade to the pixel detector

	ITk
	Phase-II replacement Inner Tracker 

	IZM
	established provider of bump-bonding for pixel systems.

	L1 TRK
	Proposed hardware based track trigger to be implemented in ATLAS L1 trigger system

	L1CALO
	Level 1 calorimeter trigger. 

	Micron
	Micron Semiconductor Ltd (UK): established supplier of microstrip sensors to particle physice experiments

	Phase I
	This refers to the period of running between the LHC shutdowns in 2018 and 2020

	Phase II
	This refers to the period of running after the 2021 LHC shutdown

	Planar pixel sensors
	Pixels made with standard planar semiconductor fabrication methods

	RoI
	Region of interest: a region of the detector that is identified by the L1 hardware trigger. The ROI is passed to the higher-level software triggers, which then access detector data in this region to make higher level trigger decisions

	RoIMapper
	RoIMapper provides the hardware interface from the L1 calorimeter and muon trigger hardware to detector geometry-specific signals

	SCT
	Semi Conductor Tracker, the strip tracker of the present ATLAS experiment

	SINTEF
	Norwegian silicon detector manufacturer

	SP
	Serial powering

	SPP-COB
	Custom serial powering protection ASIC

	Stave
	The smallest modular element of the proposed strip tracker – presently considered 12 modules long, with detectors on either side

	Stavelet
	A 4 module long stave used for prototyping purposes (mainly electrical)

	TD
	Technology Department at STFC (includes Technology at RAL and DL along with the resources of the ATC in Edinburgh)

	The proposal
	The document submitted to the PPRP titled “ATLAS UK Upgrade Proposal” on October 30th 2009. This formulates what we requested funds for in the 2010-2013 period.

	USBPIX
	USB based readout system for FE-I4

	VTT
	Finnish electronics research institute: established provider of bump-bonding for pixel systems
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